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1. Statistical data processing SPSS

By now, you have already acquired a fundamental understanding of statistics, data
manipulation, simulation establishment, modelling, and analysis within logistics supply chains,
along with straightforward linear regression methods. While statistics offers a diverse range of

N\ -~ _~ models and techniques to enhance your optimization efforts, conduct
- — analysis, and identify potential enhancements, you may have observed that
o v ~ as the complexity of the analyzed data and calculations grows, traditional
o \ approaches can become increasingly intricate and challenging to compute.
As the intricacy of your data and computations escalates, conventional methods may become
outdated and, in some cases, compromise the reliability of your results. To address this,
statistics uses various software programs that automate the analysis and interpretation of
collected data while also providing a multitude of models and functions to ensure reliable
outcomes. One such software is IBM's SPSS, which will be a key tool in this chapter. In this
chapter, we will provide a concise introduction to the primary usage of SPSS software,
exploring its functionalities and practical applications. The initial introduction will be followed
by the practical application of the program through four fundamental tests for result
calculation: the T-test, correlations, Chi-Square, and ANOVA. To facilitate your learning, we
will present simple problems and their solutions to help you become acquainted with these
tests.

1.1. Basics of IBM s SPSS

You may have already had some experience with SPSS software. However, if you still
need to, let us offer a brief introduction to it. SPSS, much like its more widely recognized
counterpart, Excel, facilitates data manipulation, analysis, and visualization. Nevertheless,
unlike Excel, which can sometimes be laborious and complex in function programming, SPSS
offers a user-friendly interface for statistical analysis (IBM, 2021). It offers a variety of
functions and methodologies to handle your provided data efficiently. While the SPSS software
excels in providing extensive statistical analysis capabilities, navigating data manipulation and
configuring initial settings for analysis can sometimes be challenging (IBM, 2021). Therefore,
we will delve into the fundamentals of data importation and data preparation for subsequent

statistical tests.
'
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Given the widespread use of Excel for handling numerical data, your data may be
obtained or prepared in an Excel spreadsheet. Fortunately, SPSS can import data from various
file formats into its spreadsheets. Once you have your finalized Excel spreadsheets ready, open
the SPSS software. On the initial screen, navigate to the "File" tab and select "Import Data".
In the subsequent window, you can choose the data format you intend to import (refer to
picture 1.1). Following this step, locate your prepared file, select it, and proceed to the next
window. This window will prompt you to configure additional settings. If you have already
included column names in the first row of your data, opt for the "Read variable names from
the first row of data" (refer to picture 1.1), and then click "Finish" to have the data appear in
the spreadsheet (IBM, 2021).
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Figure 1.1 SPSS Import settings

Now that we have the data in our spreadsheet, you will notice a distinct difference in
presentation compared to Excel. SPSS categorizes data into two primary types, each with two
additional sub-types. As illustrated in picture 1.2, data can be classified as
numerical or categorical. Numerical data consists of numbers and can be
categorized as discrete (with finite options) or continuous (offering infinite
options). On the other hand, categorical data comprises words and can be
further distinguished as ordinal (having a hierarchy) or nominal (lacking a hierarchy).
Depending on the nature of your data, you may need to configure the variables to align with
your desired analysis. In most cases, SPSS will automatically categorize variables
appropriately. Suppose you wish to perform further manipulation of data types. In that case,
you can access the "View" option and, under "Variable View", adjust variable information such
as Name, Type, Width, Measure, and more (IBM, 2021).
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Figure 1.2 Data and variable view manipulation

Once you have correctly set up your data, you can explore it within SPSS. SPSS allows
users to perform fundamental statistical analysis without relying on predefined functions. On
the initial screen (refer to picture 1.3), navigate to "Analyze", followed by "Descriptive
Statistics", and then select "Explore". In the "Explore" section, you will find various options
depending on the characteristics of the data you provided. In this mode, SPSS will provide you
with "descriptive statistics" information about your data. While this is valuable for initial data
analysis, it offers only fundamental insights and does not delve into more detailed statistical

analysis, which will be covered in subsequent chapters. Before proceeding further, we will also

explore another function in SPSS—graph visualization (IBM, 2021).
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SPSS offers a range of data visualization options, including histograms, box plots, bar

charts, scatterplots, line charts, pie graphs, and more. By this point, you should have a basic

understanding of what each type of graph represents and how to interpret the results they

provide. Therefore, we will focus on how to create these graphs within the SPSS software. To

create graphs, select the "Graphs" tab on the initial screen, followed by "Chart Builder". In the

new window, you can choose the type of graph you want to create and select the variables to

be included. After selecting "Finish”, a new window will appear with the results visualized in

the chosen graph format. In this new window, you can interact with the graph actively,

allowing you to modify variables' colours and fonts, explore variable distributions across the

graph, and more (IBM, 2021).
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Figure 1.4 Chart Builder settings in SPSS

Up to this point, we have covered three of the four rules for "Exploring data", which
include looking at data (raw data exploration), identifying data (determining data types), and,
to some extent, graphing and describing data through descriptive statistics and graph creation.
The final rule is "Question Formulation", where we ask ourselves what we aim to achieve
through data analysis and set up graphs and descriptive statistics accordingly to obtain
answers to our specific questions. For instance, in our current example, the question could be,
"Is our analyzed population predominantly female?" By employing both graphs and descriptive
statistics, we can conclude that our population consists mainly of male individuals. When
formulating your questions, always consider the available data and the variables you have
identified (Garth, 2008). This concludes the first part of the SPSS data analysis, and we will
now proceed with test preparation.

1.2. Data management

When engaging with crucial data in the SPSS software, it becomes crucial to
comprehend the techniques for manipulating information across individual active datasets.
SPSS provides functionalities facilitating the manipulation of existing data contained within

active datasets. Occasionally, you may encounter two databases separately imported into
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datasets, yet the preference is to merge them for enhanced analysis. Consider a logistic
company with two branches, each contributing data on costs and transported cargo in
kilograms. The managerial objective is to analyse the overall efficiency of the company. In
SPSS, accomplishing this involves navigating to "Data," selecting "Merge files," and having two
distinct options. One involves selecting "Cases" and specifying the variable for merging,
removing that variable while merging the others. Alternatively, opting for "Variable" retains
the variable in the new dataset. A practical application is evident in our logistics scenario,

where merging datasets simplifies the company's comprehensive performance analysis.
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Figure 1.5 Merging file
While the merge and split functions enable specific data manipulations, the "Select
cases" option offers distinct advantages. Imagine having data for shops B, C, and D in a single
database, and the focus is solely on comparing Shop A and Shop C. By selecting "Data" and
"Select Cases," one can specify the variables of interest, effectively filtering out unwanted
data. For instance, setting Shop C as 2 instructs the software to concentrate solely on Shop C,
generating output that is then available for subsequent analyses, such as descriptive statistics,
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focusing exclusively on the selected cases. Such an approach also enables comparative

analysis between only Shop A and Shop C values.
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Figure 1.6 Split file

While merging and split functions enable certain data manipulation, there is also the
option to “Select cases”. Imagine that we know for certain that Shop A has on average 120 €
profit and we want to compare that to Shop C. Unfortunately, in our database we have data
for shops B, C and D in a single database and the analysis would include data from all three
shops. By clicking “"Data” and “Select Cases” we can select which variable we want to focus.
In our cases we set that shop C should be set as 2 and then created the function for the
software to focus only Shop C. The output can be then used for subsequent analysis by
choosing this new column (e.g. descriptive statistics).
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Figure 1.7 Select cases

Occasionally, datasets may already contain variables, yet there is a need to introduce
new variables based on existing ones. Take, for example, a logistic company manager who
possesses data on the weight and distance travelled for various products but requires delivery
time for optimizing routes. In SPSS, achieving this involves clicking "Transform" and then
"Compute Variables." A new variable, DeliveryTime, is created within the new window by
setting numeric expressions. In this case, assigning a scale of 0.8 to distance and 0.2 to weight
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results in a new variable representing delivery time, a crucial addition to the dataset. The

flexibility of computing additional variables exists, created for the needs of statistical tests.
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Figure 1.8 Computing variables

This concludes a small overview of data management functions that SPSS covers, which
might be useful during the subsequent model tests covered in this chapter. We will continue

with the phases needed before we can conduct a statistical test in the SPSS software.
1.3. Test preparation

Before proceeding with statistical tests, it is essential to adhere to a standard data
analysis process flow, which includes data exploration (as covered in Chapter 1.1 and 1.2),
data analysis, and results interpretation (Garth, 2008; George & Mallery, 2022). In this chapter,
our focus is on data analysis using the SPSS software. Since hypotheses have already been
addressed in previous chapters, our primary focus will be on conducting normality tests within
SPSS. There are three methods to assess normality: the histogram, QQ-plot, and the normality
test. It is advisable to employ at least two, if not all three of these options, as they each
provide distinct information (Ghasemi & Zadesiasl, 2012). To create a histogram, go to
"Graphs", followed by "Chart Builder". In the new window, select "Histogram". If you have
multiple variables, you must repeat this process for each one to obtain the results. A histogram

validates the test for normal distribution if the bars representing variable values resemble a
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bell curve. If the bars lean more to the left or right side, it may indicate an exponential
distribution. For example, we generated a database of 100 IDs, each with a variable
representing weight in kilograms. Following the instructions, we created a histogram, as shown
in the picture 1.9. As evident from the picture, the bars are distributed across the graph, and
while they may not perfectly mirror the curve, they nonetheless suggest a normal distribution

and a positive test result (George & Mallery, 2022; Goeman & Solari, 2021).
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Figure 1.9 Histogram normality test results

Another option for conducting normality tests is the QQ-plot, which can be initiated by
clicking "Analyze", followed by "Descriptive Statistics", and then selecting "Q-Q Plots". The
advantage of this approach is that it allows for the assessment of multiple variables
simultaneously (Williamson, b.d). The test is considered successful when the points on the plot
cluster closely around a straight line, representing a normal distribution. If the points form
"tails", it indicates a failed normality test (Andersen & Dennison, 2018). Using the same
database from the histogram graph test, we conducted a Q-Q Plot test. In the picture 1.10
below, you can observe that most cluster points for our variable align with the straight line,
indicating a normal distribution of our data. While we could already conclude that the normality

test is positive at this stage, we decided to seek confirmation from all three tests.
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Figure 1.10 Q-Q plot normality test settings and results

The final option for conducting a normality test is the so-called Test of Normality,
considered a statistical test. Typically, it uses the Kolmogorov-Smirnov test, but for small
sample sizes, the Shapiro-Wilk test can be employed (Goeaman & Solari, 2021). In SPSS, you

can perform this test by clicking "Analyze", followed by "Descriptive Statistics",

and then "Explore". You must set the variables you want to check under the

"Dependent List" box. Then, under "Plots", select "Normality Plots with Tests".

The test is considered successful if the Sig column (p-value) in the results is

greater than 0.05, indicating a normal distribution. If the p-value is less than 0.05, it suggests
a non-normal distribution, and the test is considered unsuccessful. We conducted this test
once again using the same database as in the previous tests. From the results, we can conclude
that according to the Kolmogorov-Smirnov standard, the test is positive as the p-value is higher
than 0.05. However, for the Shapiro-Wilk test, the p-value is lower, indicating a negative test
result. These differing results occur because both approaches have different sensitivity settings
and power in detecting deviations (Ghasemi & Zahediasl, 2012). Since we have already
conducted both Q-Q Plots and the histogram graph tests, the Test of Normality can be
considered positive overall. With the normality tests confirmed, we can conduct the main tests,

such as the One-Sample Test.
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Figure 1.11 Test of Normality settings and results

1.4. One Sample T-test

You have already covered the theory behind the One Sample T-test in the previous
book chapters; we will thus focus primarily on conducting a test with the SPSS software. For
our One Sample T-test we have prepared a database with a sample of 200 inputs, which
includes 1 categorical variable (Student ID) and 2 numerical variables (Weight and Age) (Kim,

2015). Following the guides from the previous subchapters we conduct:

e Explore the data, namely our variables and descriptive statistics and
establish our question;

e Check the normality, since only one variable histogram and Q-Q plot should
suffice;

e Set up hypothesis, where for Null the variable is no different from a certain
value and Alternative where it is different;

e Conduct the Students T-test;

e Interpret results, focusing on Null rejected or not, answer the question and
write a report on our test.
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In our case, we decided that our question should be, “Is the average weight of students
greater than 74 kilograms?”. Following the question, we establish our hypothesis to the
question, which is “"Null = there is no difference” and “Alternative = there is a difference”. We
conducted the histogram and Q-Q plots to check for normality tests, and after their conclusion,
we followed with the T-test. To run the T-test, we click “Analyze” and follow up with “Compare
Means” and “One-Sample T-test”. In the test variable box, we put our student ID, set the test
value to 74 and start the test (refer to picture 1.12).

1@ “Unec? (DataSert] - (BM $9SS Statisics
File Edt View Data Transform | An:

HE M e

Visible 3 of 3 Variables
dlsudento & weignt
8

182 182 [
183 183 =3
18 184
185 185

5 15 :
187 187 0
Miged Models
Comelate

3 One-Way ANOVA
» [ One-Sample Proportions
» [l independent Sai

> 1EREE Sweiny 1R One-Sampie T Test |

98 198 Test Variable(s)
Student 1D [StudentiD] & Weight

5 4 -
200 20 & Age | Bootstr

t Man » Test Yalue [ Estimate effsct sizes
Data View Vanabie View

One-Sample T Test

Figure 1.12 One Sample T-Test settings

Upon confirming the test, another window will appear with the results of our analysis
(refer to picture 1.13). This window provides several pieces of information regarding our
analysis. In this case, both p-values are lower than 0.05, indicating the test's significance.
Additionally, we check the tand dfvalues, which, in our case, are -9.806 and 199, respectively.
From these results, we can conclude that our null hypothesis is rejected. Therefore, the
complete result report is as follows: "The average student weight is significantly lower (mean
= 69.63) than the value of 74 kg (1-sample t-test, ¢ = -9.806, df = 199, p-value < 0.001)".
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% T-Test
One-Sample Statistics
N Mean Std. Deviation ~ Std. Error Mean
Weight 200 69,63 6,303 446
One-Sample Test
TestValue =74
95% Confidence Interval of the
Significance Mean Difference
t df One-Sided p Two-Sided p Difference Lower Upper
Weight -9,806 199 <,001 <,001 -4,370 -5,25 -3,49
One-Sample Effect Sizes
95% Confidence Interval
Standardizer®  Point Estimate Lower Upper
Weight Cohen's d 6,303 -693 -847 -538
Hedges' correction 6,326 -,691 - 844 -,536

a. The denominator used in estimating the effect sizes.
Cohen's d uses the sample standard deviation
Hedges' correction uses the sample standard deviation, plus a correction factor.

Figure 1.13 One Sample T-Test results

1.5. Correlation

Let us now move on to the second test, which is the correlation test. We will conduct
it using the same database as in the one-sample t-test example. Similar to the one-sample t-
test, we will follow the procedure with a few modifications. When performing a correlation
between two variables, it is important to specify which one is the dependent variable, and
which is the independent variable (Janse et a/, 2021; Mishra et al., 2019). This selection can
be made based on your research question. In our case, we want to investigate "Whether there
is a correlation between a student's age and their weight?". Following the question, we
consider weight as the dependent variable and age as the independent variable, as we want
to explore if variations in age are related to variations in weight. We define our
null and alternative hypotheses (see 1.3) and then run the test by clicking
"Analyze", followed by "Correlate" and "Bivariate." Both variables should be
placed in the "Variable" box. Ensure that "Pearson", "Two-Tailed", and "Flag
Significant" are selected or set (refer to picture 1.14). In this case, we chose "Pearson" because
our data indicated a normal distribution and could be analyzed using parametric methods. If
normal distribution is not indicated, non-parametric methods should be used (in this case, you

would select Spearman instead of Pearson) (George & Mallery, 2022; McClure, 2005).
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Figure 1.14 Correlations settings

Once again, we obtain the results in a new window (refer to picture 1.15). From the
results, we can observe that our Pearson Correlation is -0.038, and our p-value is 0.596. In
correlation analysis, the closer the correlation value is to zero, the weaker the correlation
between the variables. In our case, the correlation is very close to zero, indicating no significant
correlation between the two variables (McClure, 2005). Additionally, the high p-value (0.596)
suggests that there is no substantial evidence to conclude that there is a meaningful correlation
between the two selected variables (Williamson, b.d.). As a result, our null hypothesis is not
rejected. Based on this, we can report that "There was no correlation between the students'

age and weight".

= Correlations

Correlations
Weight Age

Weight Pearson Correlation 1 -,038

Sig. (2-tailed) 596

N 200 200
Age Pearson Correlation -,038 1

Sig. (2-tailed) 596

N 200 200

Figure 1.15 Correlations results
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1.6. Chi-Square

The third test we will perform in SPSS software is the Chi-Square test. Unlike the
previous two tests, the Chi-Square test compares two categorical variables rather than
numerical variables (Turhan, 2020). Like the process in sections 1.3 and 1.4, we begin by
exploring the data and formulating a research question. In our example, we have a logistics
company with 200 customers, and we have data on the type of payment and the type of
transportation chosen by each customer. The question we aim to answer is, "Do different
payment types exhibit different preferences for transport types?" Since we are dealing with
only categorical variables, there is no need for a normality test. We establish our Null
hypothesis (The preferences for transport types are the same among all payment types) and
the Alternative hypothesis. To conduct the Chi-Square analysis, click "Analyze", followed by
"Descriptive Statistics", and select "Crosstabs". It is crucial to place the variables based on

your research question in either the column or row box (refer to picture 1.16) (Garth, 2008).
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'
: 2 TURF Analysis
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1 11 Consignment___{ glnaae > BBP yEisiomerio (Castomedo] d Transport Typs [Transp.
i ! Neural Networks » EH2o s

8 Crosstabs: Statistics X
Column(s) .

Stat

— Nominal Odinal
e [] Contingsncy cosficient  [] Gamma
Phi and Cramer's V [] somers’ d
Mulpie Response 7 [CJLambda (] Kendair's tau-b

Layer 10l 1

= Bl Missing Vaiue Analysis - [JUncertainty cosficient [ Kendalls taug
2 Multiple Imputation
= Chinciak Surreind ~ Nominal by Interval [CJKappa
% o (5] O&t CIRisk
b
= Quaity Control » [ Display clustered bar charts ] McNemar
= sl an odel > [JSuppress tables
2 Spatial and Temporal Modeiing [J Cochran's and Mantel-Haenszel statistics
Direct Marketing > Paste | [ Reset | [Cancel | [ He
Dats View Variable View E
Crosstabs 1814 SPSS Statistics Processoris ready 1 [Cancel | [_Fielp ]

Figure 1.16 Chi-Square settings

After the analysis, a new window displays the results (refer to picture 1.17). In this
window, you can observe that the Pearson Chi-Square value is 11.614, dfvalue is 12, and the
p-value (asymptotic significance) is 0.477. Based on these results, we can conclude that there
is no significant association between the two variables, and the null hypothesis is not rejected.
Therefore, the report follows: "There is no significant preference detected between different
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payment types for different transport types (2-tailed Chi-Square test, chi-sq = 11.614, df =
12, p-value = 0.477)."

% Crosstabs

Case Processing Summary Bar Chart
Cases

falid Missin Tatal = e
Parceant N Percant N Percent a

Transpart Type - Paymant 200  1000% 0 00% 200 1000%
Method

Transport Type * Payment Method Crosstabulation
Count

Count

Consignmant  Lelter of Credit  Total

Transport Type  Almplang 1" ] 12 13 ] 51
Ship 18 e 8 7 10 48
Train 18 13 17 T 10 63
Truck 7 ] " 9 § 38

Total 50 37 46 36 3 200

Airplane Ship Train Truck

Chi-Square Tests Transport Type

Value af
Pearson Chi-Squars  11,614° 12 ATT
Likslihood Ratio 11,965 12 A48
N ofValld Cases 200
2 0 cells (0,0%) have expected count less than 5. The
minimum expected count is 5.

Figure 1.17 Chi-Square results

1.7. ANOVA

The final test we will cover is the ANOVA test, specifically focusing on the simpler model
known as one-way ANOVA, which involves a categorical variable and a numerical variable
(Goeman & Solari, 2021). As with the T-test, we will follow the same procedure: explore the
data, formulate a research question, conduct a normality test, and set hypotheses. Let us
consider a case study of a transport dispatcher working for a logistics company. The dispatcher
closely collaborates with a partner company and regularly plans three different routes for the
trucks to deliver their goods. Due to a "Just-in-time" policy emphasizing faster deliveries, the
question arises: "Does the choice of delivery route impact the delivery time for the company?"
To run the ANOVA test in SPSS, go to "Analyze" followed by "Compare Means..."
and then "One-way ANOVA". Place the dependent variable in the "Dependent
List" box and the Factor variable in the "Factor" box (refer to picture 1.18).

For thorough analysis, we have also included the Post Hoc setting. It is

important to note that Post Hoc analysis should only be conducted if the initial ANOVA test is
positive. By employing Post Hoc analysis, we can identify the most optimal choice (in our case,
the route). The most reliable methods to use for Post Hoc analysis are either the Bonferroni

correction or the Tukey HSD method (Goeman & Solari, 2021).
|
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Figure 1.18 ANOVA settings

The results of our analysis indicate that our Fstatistic value is 11.173 (higher values

indicate more variations between groups) and p-value <0.001, which means that our Null

hypothesis is rejected (see picture 1.19). Since there is a significant difference between the

three routes (<0.001), a post hoc test is also valid in our case (George & Mallery, 2022). After

conducting the Bonferroni correction test, we can see that the best p-values are noted in the

case of route 2 (refer to picture 1.19). In the report, we can conclude that “There was a

significant difference in choosing a delivery route in correlation to delivery times (1-way
ANOVA, ~~=11.173, df= 47, p-value = <0.001). Route 2 had the best delivery time results.”

Post Hoc Tests

Muiltiple Comparisons

DependentVariable: Delivery Time

Bonferroni
Mean 95% Confidence Intzrval

ANOVA () Route (J) Route Difference (kJ)  Std. Error Sig Lower Bound Upper Bound

Delivery Time 1 2 -1,4250° 3040 <001 2181 - 669
Sum of 3 -.5500 ,3040 231 -1,306 ,206

Squares df Mean Square F Sig 2 1 1,4250 3040 <001 668 2,181

Between Groups 16,527 2 8,263 11173 <,001 3 8750° 3040 018 A18 1,631
Within Groups 33,280 45 7140 3 1 5500 3040 2N -,206 1,306
Total 49,807 47 2 -8750° ,3040 018 -1,631 =119

* The mean difference is significant at the 0.05 leval.

Figure 1.19 ANOVA initial results and Post Hoc Test results
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We conclude this chapter of the book with the understanding that we have covered
some of the more common tests in this chapter. There are still other tests, such as Repeated
Measures ANOVA, reliability tests, and sensitivity tests, which can also be modelled and
analyzed using SPSS software. These additional tests provide a broader range of tools for data

analysis and drawing meaningful insights into various research and practical applications.
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